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Abstract. To analyze the synchronization of machine-building production processes, a statistical approach is used on the cor-
rectness of the choice of parameters. The accuracy of the parameters is achieved by modeling. This method allows checking
how correctly the parameters are selected and whether they ensure uninterrupted operation of production. Statistical analysis
of parameters gives information on failures in a particular production unit, on violations of the synchronization of production
processes, technological processes. With the help of statistical characteristics, it is possible to evaluate production as a whole.
Statistical multidimensional analysis of complex production data allows to analyze the work of individual units, production
blocks. The cluster analysis has been carried out by the method of K-medium production process with minimization of the
total error probability. A geometric interpretation of the results of cluster analysis of production processes is given in the pa-
per. The influence of factors on the work of production has been determined in the paper. The index factorial method with
a different comparison base and different weights has been applied. The hypothesis about the adequacy of the model of pro-
duction processes has been tested. A statistical analysis of the complex data of the production process has been carried out
in the search for optimal solutions in the case of uncertainty and in conditions of risk using the following methods: Bayes,
Laplace and Germeyer using the simplex method. The network methods of decision-making have been used in the paper.
Statistical methods with the help of mathematical modeling have substantiated the optimal sizes of both individual parts
and volumes of local warehouses, so that there were no delays in the transfer of production processes, disruptions in work,
downtime of working equipment. In this case, the criterion for the optimality of production volumes can be the minimum
of total losses from idle time of individual units and production blocks to the possibility of disruption of the synchronous
process modes due to lack of equipment (arising production pockets) or due to long-used outdated units.
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CrarucTuyecKkuid aHajaIn3 NMPOU3BOACTBCHHBIX ITPOLIECCOB
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Pedepar. [[n4 aHanu3a CHHXPOHM3ALMH TPOIECCOB MAIIMHOCTPOUTENBHOIO NMPOM3BOJICTBA HCHONB3yETCS CTaTHCTHYECKHIA
HOAXOJ O NPABHJIBHOCTH BHIOOpa mapameTpoB. TOYHOCTH BEJNMYMH JOCTHUIaeTCsl IMyTeM MojenupoBaHus. J[aHHBIA croco0
HO3BOJISIET MPOBEPUTH, HACKOJIBKO MPABHIEHO BHEIOPaHBI ITapaMeTphl M 00ECIIeUUBAIOT JIM OHU OecniepeboiiHylo paboTy mpo-
n3BozacTBa. CTaTUCTUUECKUIT aHANIN3 BEJIMYMH JaeT HHOpMaIHIo 0 cO0sSX B TOM HIIM HHOM Yy3JIe IPOU3BOJCTBA, O HApyLICHH-
SIX CUHXPOHU3ALUU IPOLECCOB MPOU3BOJICTBA, TEXHOJIOTHUECKUX MpoueccoB. C MOMOLIBIO CTATUCTHYECKUX XapaKTEPUCTUK
MOJKHO OLIGHUTB IIPOU3BOACTBO B Le0oM. CTaTUCTUYECKUI MHOTOMEPHBIN aHAIU3 CJIOKHBIX JAaHHBIX O MPOU3BOJCTBE M103BO-
JSIeT aHAJIM3UPOBATh PabOTy OTAENBHBIX Y3JI0B M OJIOKOB Ipomn3BoacTBa. [IpoBeneH KiacTepHsIil aHaIU3 METOIOM K-CpeaHux
MIPOLECCOB MPOU3BOACTBA C MUHUMH3AIMEH MOIHON BEpOsITHOCTH OIIHOKY. JlaHa reoMeTpudecKast HHTEPIIPeTays pe3ybTa-
TOB KJIACTEPHOTO aHAJIM3a IIPOLECcCOB NMpon3BoacTBa. OmpeneseHo BIUsHAE (aKTOpPoB Ha paboTy mpousBoicTBa. [Ipumenen
HHJICKCHBII (paKTOPHBIA METOJ| C pa3Iu4HON 0a30i CpaBHEHUS M pa3HBIMH BecaMH. [IpoBeneHa npoBepka rHIoOTe3kl 00 ajgek-
BaTHOCTU MOJENIU IPOLECCOB MPOU3BOJCTBA. BBINONHEH CTATUCTUYECKUIl aHAIU3 CIOXHBIX JAHHBIX IIpolecca IPOU3BOJCT-
Ba IpU MOUCKE ONTHUMAJBHBIX PELIEHUI B Cllyuyae HEONPEAEICHHOCTH M B YCIOBHSIX pucka merojamu baiteca, Jlama-
ca u ['epmeiiepa ¢ MOMOIIBIO CUMILICKC-METOIA. MCMOTB30BaHbI CEeTEBbIE METOABI MPHHATHS pemeHnid. CTaTHCTHIECKUMHU
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METOJIJaMH HOCPECTBOM MAaTEeMaTHIECKOTO MOJICINPOBAHHS [IPOBENN 0OOOCHOBAHHE ONTHMAJIBHBIX Pa3MEpOB KaK OTIETbHBIX
Jeraneld, Tak 1 00beMOB MECTHBIX CKJIaJI0B, YTOOBI HE OBUIO ONO3JaHui B paboTe mepeiaydn MpoLeccoB MPOM3BOJICTBA, CPbI-
BOB B pabote, MpocToeB 000pyI0BaHus. B 3TOM ciydae KpuTepueM ONTHMaILHOCTH 00BbEMOB ITPOU3BOICTBA MOXKET CIIY)KUTh
MHHHMYM CyMMAapHBIX NOTEPh OT NMPOCTOS OTJEIBHBIX Y3JI0B U OIOKOB MIPOM3BOJICTBA O BO3MOKHOCTH HapyIIEHUS PEKHMOB
CHHXPOHHOTO TpOoIecca M3-3a HEXBATKH 000pYA0BaHHs (BO3HHUKIIMX KapMaHOB MPOW3BOJACTBA) MM M3-3a JaBHO UCIOJb3Yye-

MBIX YCTapEBIINX arperaTos.
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Introduction

Statistical methods are widely used in the in-
dustrial complex, which is very important at the
stages of designing machines, creating them, pro-
ducing them, operating them. Statistical analysis is
used both for the formation of the industrial com-
plex itself, and for the creation of separate equip-
ment, parts, separate nodes. All technical tasks are
continuously connected with the economic and
social direction of the country. The presented work
has a socio-economic direction. The strength and
reliability of manufactured machines is a global
pressing issue of our time. The work of the indus-
trial complex should be first of all uninterrupted, it
requires appropriate preliminary competent calcu-
lations, clearly reflecting the issues raised. Algo-
rithmization of the production processes of the
industrial complex was carried out, and then
a statistical study was conducted on the created
algorithms.

Materials and results of studies

The production process is carried out by people
who own modern technology, i. e. it is a set of ac-
tions of personnel and equipment, resulting in new
machines, or kits, parts to them, the necessary
planned ready-made products within a certain time
frame with minimal defect. Statistical analysis
allows us to solve these problems even at the de-
sign stage of both individual parts, a separate
machine, and the entire industrial complex [1-3].
Statistical analysis evaluates the reliability and risk
of equipment failure, determines the suitability
of production processes.

The work describes the mathematical appa-
ratus, which allows to determine the efficiency
of the enterprise, the effectiveness of competing
processes of a multi-structural resource for the
production of machines at the design stage of
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machines. A mathematical model of the distri-
buted processing of competing processes of a pro-
duction resource is obtained, which can be used
to solve managerial issues in the manufacture of
machines.

Let's look at the parallel distributed and con-
sistent execution of production processes. An in-
dustrial complex, an enterprise must operate
smoothly like a powerful computer. Let it a —
a time used by a variety of distributed competing
processes to organize the parallel use of the wor-
king blocks of a multi-structure production resour-
ce, a > 0; n — a variety of different competing pro-
cesses; p — the number of intellectual performers;
v — the number of work blocks; B; — a set of work

blocks (jzl,_v, j=Ln); a; — time to execute j
production blocks by i competing processes
j=1,_v; i=m 2<v<p.

Let the system of competing multi-structure re-
source processes are equally distributed, i. e. have

the same duration of production processes. There-
fore, there is a coincidence by the time of each of i

n
. p— p— p— p— n —_—
processes: a; =a;, =...=a;, =a;. Let ¢ —Zai -
i=1

the total run time each of the operating B; units by

all n processes; a variety a = a(al, Ay, s 4, t") -
the characteristic set of this system; F (t;] ) =a,

th Sttt om= 1, n, where o, — the time spent

m+1°
on organizing the parallel use of multi-structure
production resource units by a variety of distri-
buted competing workflows, o > 0. It proved, that
then the minimum total time to perform a plurality
of equally distributed competing workflows re-
spectively in serial mode and two parallel distri-

o : 1.3 2
buted modes coincide, otherwise ¢, >1,, =t

where 7', ¢

prs 1, — minimum total time (it’s two of
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3

them) of parallel production mode; 7,

— sequen-
tial. Indeed, if a,, =maxa;", then for the third se-
1<i<n

quential and the second parallel distributed produc-

: 3 2
tion modes, ¢, =t, =t,+(v—-Da, equa-

lity occurs. In this case, every work unit is conti-
nuously performed by all »n processes for any cha-
racteristic set of the system a.

Within 1* parallel distributed mode with con-
tinuous execution by multi resource production
operating units within each of the processes, their
interaction and control subordinate algorithm:

t;r =1 Jr(l/—l)[azL +imax{ai°ﬁl -a;, 0}) Then a; +

i=2

n
o o _ o o _ o
+Zmax{ai71 -a;, 0} =a,,. But a, =maxa;, then
i=2 s
m
. . o o —
when 1<i<m<n equality Zmax{al.f, —a; ,0} =
i=2
= 0 is true, and for 1<m<i<n - equality
n

n
o o _ 0o o
Z max{al._1 —-a;, 0} =a, —a,. a,+ Z max x
i=m+1 i=2

x {aﬁl—af,0}=a§+a;—a“ =a,

o
. =a, and a, +

n
+;max{aff] —-al, O}—rllsli):tf‘ > 0.

Systems, which satisfy equations of the form:
a, =a, =..=a,, =a,, i=1,n, called stationa-
ry, while they are effective at p,v>2 if sys-

tems of competing processes of manufacture are
equally distributed and the following relation

vt" —t(p, n,v,a)=A,(n)>0 fulfill, where v¢" —
time of the execution of the working units of ma-

nufacture B, j=1,v by all n processes in serial

mode.
It is proved that if the production system ope-
rates in three modes: sequential and two parallel
distributed, then for identically distributed compe-
ting production processes, the minimum total time,
taking into account production delays and costs,
is calculated by the formula
t(p,n,v,0)=t, +(v-1)a

max >

n
where 7 = a®; al, =maxal; a’=a,+a.
= I<i<n
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For an effective, equally distributed produc-
tion system of competing workflows, exists
a more efficient stationary equally distributed sys-
tem, that satisfies the relations vn>2(n+v—1),

O<oa<ming, n=v, p2v>3.

1<i<n

The opposite is true: an equally distributed
production system of competing processes, with 7,
v, p, o parameters that satisfies these relations,
1s effective. Indeed, if there are two effective
equally distributed production systems of compe-
ting processes, it is said that the former is more
effective than the second, if the value A (n) of the
first system is no greater than the corresponding
value of the second.

Let there be an effective equally distributed
production system, then, based on its effectiveness,
inequality is true

max

Ay (m)=(v=1)(t" =, )= (n+v-1)a>0,

where a;, =maxt,,

I<i<n
and for any stationary distributed production sys-
tem, it's valid:

A (V—l)(t” —a)—(n+v—1)oc>0,

a =

where a=1"/n.
It's easy to prove that Ay (n) <A_(n) by substi-

tuting instead A_(n) and A; corresponding va-
lues. Transforming the resulting expression, we

will have: (n—1Da<t" -t/

max °

since for a statio-
nary, equally distributed system is valid

. _on . no_
a=mina; =a,,; . Let for definiteness a,, =a,,

1<i<n

then the following relationship is true:

m—1 n

t,—an.. =Zai + Z a; > (n-1ap, =(n-1)a.
i1

Jj=i+l

Let us prove the converse statement. Condition
of the efficiency of production is equivalent to the

. . t"—a’ n+v-—1
inequality: max >
o

1 We can verify
V_

directly that of the ratio 0<oa <mina; results

1<i<n
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tn an (n—l)a"

— max Z
o o
>n—1,as by the choice o follows the inequa-

a chain of inequalities:

: " : . +v-1
lity min > 1 The inequality n—12> L fol-
o v—1
lows from the expression vn>2(n+v—1).

It is proved that in order to equally distributed
production system competing work processes to
be effective, it is necessary and sufficient that the
following conditions are satisfied:

f(1+\/;), Jv-integer,
s {max r(1+[0]). s(2+[ ).

v -non-integer;

(v-1)"(x-1)

x(x+v-1)

S =

b

where [x] — is the largest integer not exceeding x.

A production system with equally distri-
buted competing workflows will be effective
when p=v=2, if &Sn—_l.

" n(n+1)

Production modes are classified into synchro-
nous, asynchronous and combined. The synchro-
nous production mode is a mode of sequential exe-
cution of all production processes without delay.
Asynchronous mode is a mode of execution of
production processes in violation of sequential
cycles, with delays. For statistical research, this
process can be considered as a discrete random
vector [4, 5]. Asynchronous production mode leads
to a number of negative consequences in produc-
tion: accumulation of unnecessary products in
warehouses and long-term storage; reducing the
overall speed of the process and production effi-
ciency; loss of work schedule, customers, working
hours, usable area, etc. [6].

Suppose that the interaction of production pro-
cesses, work processors and blocks is subject to the
following conditions: none of the resource blocks
can be processed simultaneously by more than one
processor, and none of the processors can process
more than one block at a time if each of them
is processed without interruptions; the procedure
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for providing processor to processes is cyclical;
a block is ready for execution if it is not running on
any of the processors. Then when 7 = kp minimum
total time 7(p, n, s) of execution of the set of com-
peting heterogeneous production processes deter-
mined by the critical path length in the network
vertex-weighted graph, given by matrix A, in
which starting and ending vertices of the graph —
are the first and last elements of the matrix.

Let T(p, n, s) be the minimum total execution
time of all n concentrated processes n > 2 from the
moment of the beginning of the first and to the
moment of completion of the latter within an asyn-
chronous production process. If k=1, then n=p.
In this case, it is enough to consider the execution
of p processes on p processors. According to the
matrix A, = [t;], 1 =G, j =1,_s, we obtain net-
work vertex-weighted graph with the number of
vertices pxs. The vertices and arcs of the graph
must match the nodes and arcs of the rectangular
grid pxs. Horizontal arcs in a graph indicate con-
nections between production units, and vertical
ones — a linear order of production processes. Let
the numbering of the vertices and their weight —
are the relevant elements a@; of the matrix A,
i =E, Jj =15, where a; — production units.
If n > p, then:

n=kp, if k>1;
n=kp+r,if k>21,1<r<p.

Suppose n = kp, then we divide the matrix A,
into k block matrices with dimensions pxs of each,
as a result n production processes are divided into k&
groups of p processes in each. For each of the

block matrices, i. €. submatrices AI(,’Z‘Z, m=1,k,

we construct & linear diagrams Gantt. Each of the
diagrams displays in time the execution of the
next p; processes with the help of PR; proces-

sors, k= E
The execution of the next group of p; proces-

ses should begin after the completion of the pre-
vious group. The total sum of the execution time

of all P; (i =1, n) the processes in this case is defined

as the sum of the lengths of critical paths in each
of successive misalignment diagrams Gantt defined
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by a straight sum of matrices A;’fz (m= I,_k ). To re-

duce time, you must use the technique of combi-
ning k — sequential diagrams along the time axis
from right to left. It should be taken into considera-
tion that the combination, starting from the second
diagram, is carried out at the maximum possible
value so that the technological conditions for the
execution of many processes and production units
are not violated. Block resultant matrix A4~ of exe-
cution times of the blocks of resource production
with taking into the account the maximum conse-
cutive overlapping diagrams, has blocks of subma-

trix A,(!’Zi (m =1k ). In this case, the subma-
trix A;’Q in the resulting matrix 4" is positioned so
that the nature of the interaction of the production
resource blocks not violated, performed both using
the same processor — an intelligent machine (as
indicated by the horizontal connections between
the blocks), so and by other processors (it’s verti-
cal communication). The first row of the matrix 4

consists of blocks of submatrices Al(,’") which re-

flects the nature of the interaction of resource
blocks and processes, using the same processors,
and this, as a rule, is the intellectual resources of
production. The step of combining diagrams is de-
termined by the corresponding displacement of

blocks (submatrices) A;’fz

matrix 4". An offset for
vertical communications occurs starting from the

first row, so that the next row, whose elements are
blocks (submatrices) of the form A;’f}, is shifted

from right to left by the maximum value that does
not violate the linear order of the execution of the
same blocks for different production processes.

m

Since all blocks (submatrices) A!(,xz have the same

dimensions pxs, the displacement at each step is
equal to the value s. Instead of the rightmost sub-
matrix (block) shifted at each step, zeros are set.
Having thus completed the (k— 1) step of shifting,
we obtain the matrix structure 4  corresponding
to the combined Gantt diagram. The matrix 4"
takes into account both all horizontal connections
between blocks and all vertical ones, as well
as connections between blocks from Gantt diag-
rams. Matrix 4~ as a block is symmetrical about
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a second upper triangular diagonal, type Hankel
order £, is:

A(l) A(Z) A(3) A(k—l) A(k)
A(z) A(3) A(4) A(k) 0
e AP 4D 4D 0 0
AED g0 0
AP 0 0 .. 0 0

where A;’Q (m= 1k ) — matrix of the form:

(m) (m) (m)

ay’ ay’ ..oa,
(m) (m) (m)
4 — Gy Ay e Oy
pXs
(m) (m) (m)
ay’ ayy .. ay

In the general case, the description of produc-
tion processes at n = kp will be given by the mat-

rix Ap,,. In this case, as with n=p, a vertex-

weighted network graph is constructed with the

weights given by the matrix A,;X - The vertices of

the graph are located at the nodes of the rectangu-
lar grid (kpxks). Obviously, the weights of the ver-
tices corresponding to zero values of the ma-

trix A,

oxis» including the final vertex with a num-

ber (kp, ks), are equal to zero. Graph defined by the

matrix A,fpxks, fully displays in time the execution

of n=kp, k> 1 processes and thus account for all
possible connections between the blocks, the pro-
duction processes and processors, given by the
conditions of their interaction [7, 8]. If the number
of production processes is not a multiple of the num-
ber of processors, i. e. n=kp+r, 1<r<(p-1),
then the matrix of production execution times of

the resource block Ay ) .1y, 18 constructed

similarly as in the case n =kp. The block matrix

(submatrix) A, xsnys Will contain (p—r) zero

rows. The minimum total runtime 7(p, kp +r, s)
of a variety of heterogeneous competing proces-
ses in this case is also determined by the length of
the critical path in the corresponding network
graph.
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CONCLUSIONS

1. The results can be used to study reliability
systems, which is very important at the stage of
designing transport vehicles and for solving prob-
lems of optimal use of a multi-structure production
resource. The results can also be used to determine
the profitability of machine production.

2. To analyze the production process synchro-
nization used statistical approach to the correctness
of the selection parameters. Simulation approach
allows you to test how much exactly parameters
are selected and whether they ensure the smooth
operation of production. Statistical analysis of the
parameters gives information about failures and
about violations of the synchronization of produc-
tion processes. Statistical estimates are obtained,
allowing to evaluate production as a whole [9-11].

3. The cluster analysis was carried out using
method of the K-average production processes
with minimization of the total error probability.
The influence of the principal factors on the work
of production is determined. A statistical analysis
of the complex data of the production process was
carried out in the search for optimal solutions in
case of uncertainty and under risk conditions using
the following methods: Bayes, Laplace, Germeyer
using the simplex-method [12—14].

4. Used network decision-making methods.
Statistical methods used with the method of mathe-
matical modeling for further substantiating the op-
timal size of both individual parts and the volume
of local warehouses so that there are no delays
in the work of transferring production processes,
disruptions in work, and downtime of working
equipment. Production processes are considered
at different intervals: continuous and discrete.
When modeling the production process in this
case, impulse functions were used.

5. Concentrated and distributed competing pro-
cesses, a method of structuring the resources of
engineering production are considered. Probabilis-
tic characteristics of the output process are got by
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solving the auxiliary deterministic task with stan-
dard actions on random functions.

REFERENCES

1. Dashchinskaya N. P. (2008) Statistics of the Enterprise.
Minsk, Belarusian State University. 301 (in Russian).

2.Rao S. R. (1968) Linear Statistical Methods and their
Application. Moscow, Nauka Publ., 548 (in Russian).

3. Borovikov V. P. (2003) Statistica. The art of Analyzing
Data on a Computer. St. Petersburg, Piter Publ., 688 (in
Russian).

4. Miller B. N. (2002) Theory of Random Processes. Mos-
cow, Fizmatlit Publ., 320 (in Russian).

5. Chepeleva T. 1. (2011) Stability of the Production Process
of Transport Machines. Vestnik BNTU [Bulletin of the
Belarusian National Technical University], (1), 64—67 (in
Russian).

6. Dombrovsky V. V., Bunny V. M. (1998) Asynchronous
Machines: Theory, Calculation, Design Elements. Lenin-
grad, Energoatomizdat Publ., Leningrad Department. 368
(in Russian).

7. Diestel R. (2017) Graph Theory. Springer. 410.
https://doi.org/10.1007/978-3-662-53622-3.

8. Swamy M. N. S., Thulasiraman K. (1992) Graphs: Theory
and Algorithms. John Wiley & Sons, Inc. https://doi.org/
10.1002/9781118033104.

9. Day M. V. (2006) Boundary-Influenced Robust Controls:
Two Network Examples. ESAIM: Control, Optimization
and Calculus of Variations, 12 (3), 662—698. https://doi.
org/10.1051/cocv:2006016.

10. Chen S. P., Tsai M. J. (2011) Time-Cost Trade-Off Analy-
sis of Project Networks in Fuzzy Environments. European
Journal Operational Research, 212, 386-397. https://doi.
org/10.1016/j.ejor.2011.02.002.

11. Khadzaragova Ye. A. (2015) On Methods of Scalarization
of Vector Estimates in Multicriteria Optimization Prob-
lems. Fundamental'nyye i Prikladnyye Issledovaniya =
Fundamental and Applied Research, (18), 123-127 (in
Russian).

12. Himmelblau D. (1972) Applied Nonlinear Programming.
New York, McGraw-Hill. 498.

13. Khoroshev A. N. (1999) Introduction to the Design Mana-
gement of Mechanical Systems. Study Guide. Belgorod.
372 (in Russian).

14. Andrews G. R. (2000) Foundations of Multithreaded,
Parallel, and Distributed Programming. Reading, Mass:
Addison-Wesley. 664.

Received: 17.06.2021
Accepted: 07.09.2021
Published online: 31.03.2022

163



