
Proceedings of the 16th European Automotive Congress 
 

 

        519 Наука  и техника. Т. 18, № 6 (2019) 
   Science and Technique. V. 18, No 6 (2019) 

https://doi.org/10.21122/2227-1031-7448-2019-18-6-519-524 
 
UDC 349 
 

Signal Pre-Selection for Monitoring and Prediction  
of Vehicle Powertrain Component Aging 
 
A. Udo Sass1), E. Esatbeyoglu1), T. Iwwerks1) 
 

1)Volkswagen AG (Wolfsburg, Federal Republic of Germany) 
 
© Белорусский национальный технический университет, 2019 
    Belarusian National Technical University, 2019 
 
Abstract. Predictive maintenance has become important for avoiding unplanned downtime of modern vehicles. With increa- 
sing functionality the exchanged data between Electronic Control Units (ECU) grows simultaneously rapidly. A large number 
of in-vehicle signals are provided for monitoring an aging process. Various components of a vehicle age due to their usage. 
This component aging is only visible in a certain number of in-vehicle signals. In this work, we present a signal selection 
method for in-vehicle signals in order to determine relevant signals to monitor and predict powertrain component aging  
of vehicles. Our application considers the aging of powertrain components with respect to clogging of structural components. 
We measure the component aging process in certain time intervals. Owing to this, unevenly spaced time series data is prepro-
cessed to generate comparable in-vehicle data. First, we aggregate the data in certain intervals. Thus, the dynamic in-vehicle 
database is reduced which enables us to analyze the signals more efficiently. Secondly, we implement machine learning algo-
rithms to generate a digital model of the measured aging process. With the help of Local Interpretable Model-Agnostic Expla-
nations (LIME) the model gets interpretable. This allows us to extract the most relevant signals and to reduce the amount  
of processed data. Our results show that a certain number of in-vehicle signals are sufficient for predicting the aging process 
of the considered structural component. Consequently, our approach allows to reduce data transmission of in-vehicle signals 
with the goal of predictive maintenance. 
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Предварительный выбор сигнала для мониторинга  
и прогнозирования старения компонентов  
силовой передачи автомобиля 
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Реферат. Прогнозное техническое обслуживание является важным для предотвращения незапланированных простоев 
современных транспортных средств. С расширением функциональности одновременно происходит быстрый рост 
обмена данными между электронными блоками управления. Большое количество бортовых сигналов позволяет осу-
ществлять мониторинг процесса старения. Старение компонентов автомобиля зависит от того, как они используются. 
Элементы старения выявляются благодаря наличию ряда бортовых сигналов. В данной статье предложен метод вы-
бора бортовых сигналов с целью определения соответствующих для проведения мониторинга и прогнозирования 
старения компонентов силовой передачи транспортных средств. Процесс старения рассматривается на основе степе-
ни засорения конструктивных элементов. Измерение процесса старения компонентов осуществляется в определенные 
промежутки времени. Благодаря такому подходу данные, полученные в неравномерно распределенные промежутки 
времени, предварительно обрабатываются для формирования сравниваемых бортовых показателей. На первом этапе 
агрегируем данные в определенные интервалы. Тем самым динамическая база бортовых данных уменьшается, что 
позволяет более эффективно анализировать сигналы. Также используем алгоритм машинного обучения с целью со-
здания цифровой модели для измерения процесса старения. С помощью методологии локальных интерпретируемых 
модельно-агностических объяснений модель становится интерпретируемой. Это позволяет извлекать наиболее ре- 
левантные  сигналы  и  тем  самым  сокращать объем  обрабатываемых данных.  Полученные  результаты  показывают, 
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что для прогнозирования процесса старения рассматриваемого структурного компонента достаточно определенного 
количества бортовых сигналов. Таким образом, предлагаемый подход позволяет сократить передачу данных борто-
вых сигналов для проведения профилактического обслуживания. 
 

Ключевые слова: прогнозное техническое обслуживание, выделение признаков, выбор сигнала, временные ряды, 
машинное обучение, объяснение модели 
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Introduction 
 
A massive amount of information is transmitted 

in a modern vehicle. This information is used for 
communication between various Electronic Con-
trol Units (ECU). These information are transmit-
ted via the Control Area Network (CAN) bus in 
form of signals, which can be triggered by diffe- 
rent ECUs (e. g. vehicle speed, outside tempera-
ture, turn signal status). Due to the utilization and 
prioritization of the CAN bus, the signals cannot 
be transmitted in real-time. Because of more safe- 
ty functions, more driver assistant systems and a 
higher in-vehicle entertainment the complexity of 
such vehicles grows rapidly.  

Our goal is to provide component aging indica-
tors for the use in a health management or in sense 
of predictive maintenance. Therefore, we identify 
relevant groups of signals concerning an obser- 
ved physical aging process. With the help of this 
approach, the transmitted in-vehicle signals can be 
reduced to a small group of relevant signals. Due 
to the massive amount of data and complex aging 
process (the selected physical aging process cannot 
be identified by using only one signal), a manually 
identification of aging-relevant signals is not suita-
ble. The analyzed prototypes transmit hundreds  
of signals in a day. After preprocessing, the trans-
mitted data of a prototype’s signal contains up to 
65 mio. value samples. Therefore statistical fea-
tures are extracted out of the raw information to 
reduce this massive amount of data.  

This paper is structured as follows. In the sec-
tion 2 we briefly present some of the related work 
and background information. Afterwards, we descri-
be the analyzed data and the preprocessing step for 
generating suitable datasets in section 3. In sec- 
tion 4 our approach for preselecting relevant  
in-vehicle signals is presented. In section 5 our 
results are given and evaluated. To the end, sec- 
tion 6 concludes this paper and we give an outlook 
of future work. 

Background 
 
In this section, we provide background infor-

mation and related works. Different commercial 
vehicles are equipped with CAN loggers to save 
the in-vehicle signal streams, including sensor 
readings, actuator readings and internal parameters 
of control models. With the help of these loggers, 
hundreds of in-vehicles signals can be recorded. 

In our work we estimate a degree of aging of an 
Exhaust Gas Recirculation (EGR) cooling system. 
This aging value can be used for further predictive 
maintenance approaches. Some authors used spe-
cial sensors to detect faulty state of the obser- 
ved component [1–3]. As described in section 1, 
the amount of information is massive and has to  
be aggregated to filter the important information. 
Н. Guo et al. shows an approach, to reduce the 
transmitted information with the help of a cloud [4]. 
Common feature extraction is a widely used me- 
thod to keep the amount of samples in a suitab- 
le way [5, 6].  

The examined prototypes with diesel engines 
have in common, that the EGR cooling system is 
observed in various time periods in workshops. 
With the help of this information, a health status of 
this component aging is given. The recirculated 
exhaust gas of the engine back into the intake tract 
is set from the EGR valve. Due the combustion of 
sulfur-containing diesel fuel, different types of 
emissions are released. The EGR rate determines 
the proportion of exhaust gas mass flow based on 
the total mass flow filling the engine cylinders. By 
changing the EGR rate the emissions can be influ-
enced positively [7, 8]. Though, a too high EGR 
rate causes a fouling in EGR coolers [9, 10]. 

In addition to the given explanation of the 
physical aging process, the quality of Machine 
Learning models for predicting fault diagnosis or 
health states are related to the quality of input data. 
In order to increase the quality of the models and 
to reduce the computational complexity a feature 
selection is necessary. К. Н. Hui et al. present an 
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approach for selecting a subset of features for pre-
dicting machinery faults by using vibration sig- 
nals [11]. In the first iteration step the best feature 
is selected. Furthermore, in the next iteration step 
all other combinations of this feature are tested. 
The best combination of this iteration is selec- 
ted. This is repeated until all features are selected. 
In the end, a subset of feature combinations with 
the best accuracy and the lowest number of fea-
tures is selected. The approach shows a accuracy 
improvement from 74 % to 81 % selected by the 
features [11]. 

R. Prytz et al. implement an approach to identi- 
fy dependencies between on-board signals in  
a truck [12]. First, the external influences are se- 
parated from the internals. In the next step, im-
portant relations are found by using Least Absolute 
Shrinkage and Selection approach (LASSO) and 
Recursive Least Squares approach (RLS). Zhang  
et al. select different features for predicting the 
Remaining Useful Life (RUL) of rolling element 
bearings [13]. Different statistical features are cal-
culated from the origin monitored signals by pro-
cessing time domain, frequency domain and time-
frequency domain. The features are evaluated by 
different goodness metrics, such as correlation, 
monotonicity and robustness. The signals are se-
lected by calculating the weighted linear combina-
tions of the several goodness metrics. 

A. Mrowca et al. identify groups of signals in 
in-vehicle network traces [14]. In this approach, 
redundant signals are discovered to reduce po- 
tentially identical information on the bus load.  
The authors of this work distinguish between cate-
gorical and numerical signals. In order to represent 
the signal behavior, various features are extracted 
with respect to the overlapping windows. Further-
more, the feature subset with the best prediction 
quality is found. With the help of the most im-
portant feature subset, the signals can be clustered 
in several groups [14].  

J. A. Crossman et al. analyze signal fault analy-
sis of vehicle engine data in order to find rele- 
vant signal features [15]. In a first step the input 
data is segmented in several dynamic windows. 
These windows are used to generate signal fea-
tures. The algorithm ranks the features according 
to the linear separability of these features. For the 
current features set the error rate is calculated.  
In order to reduce the feature set, the backward 

selection algorithm eliminates the lowest ranked 
feature until the best error rate. The authors show, 
that classification accuracy rises from 61.92 %  
to 83.84 % by reducing the selected features [15]. 

Besides the signal reduction, machine learning 
methods are also implemented to predict an observed 
target value. M. J. Kane et al. shows in the work, that 
the Mean Squared Error can be improved with a 
Random Forest approach for prediction of avian in-
fluenza outbreaks [16]. The Support Vector Regres-
sion (SVR) is used for predicting the urban air quali-
ty of Beijing and cities next to Beijing.  

In our paper, we implement a signal pre-selec- 
tion to reduce the whole signal variance by using 
Local Interpretable Model-agnostic Explanations 
(LIME). M. T. Ribeiro et al. present an algorithm 
to interpret complex classifiers or regressors in a 
faithful way [17]. In order to achieve this, the algo-
rithm has to be interpretable for humans and the 
results should be similar to the origin prediction 
locally. The explanation is defined as following 

 

( ) ( ) ( )ξ argmin , , π Ω ,x
g G

x f g g= +


  
 

where х – origin representation of an instance  
and x′  the binary vector of its interpretable instan- 
ce; G – class of potentially interpretable models; 
( )Ω g – measured complexity [17].  
For the representation randomized samples 

around π  are used and with the distance weigh- 
ted. The fidelity function Λ  approximates the 
global function locally. Furthermore, LIME tries  
to minimize the complexity and to maximize  
the quality.  

Besides the relevance of a signal, different 
samples of a signal can cover various amount of 
the whole database. In order to identify the sam-
ples with the highest coverage, LIME has imple-
mented a submodule pick algorithm [17]. 

 
Data description 
 

For the further analytics the vehicle inter- 
nal network traces from the CAN-bus are applied. 
This network traces consists of a various signal 
variety of sensors/actors readings and internal pa-
rameters of control models. The given prototy- 
pes are analyzed regarding their EGR cooler aging. 
This aging-value is observed for every prototype  
in certain intervals in workshops. We use these 
values as training set target value (ground truth).  
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The in-vehicle signals from the internal net-
work traces include high frequent and unevenly 
spaced time-series. It is necessary to transform this 
data in a analyzable form. First, the time-series are 
cleaned from invalid values. Afterwards, the time-
series are synchronized to a 100 ms raster. Instead 
of interpolating the values, only the associated 
timestamps of each value-time-pairs are changed to 
a unified and equidistant time raster. With the help 
of this method it is ensured, that no measured value 
is changed and the signals keep its origin behavior. 
For each recording a trigger signal defines the start 
and end time. All signals for that recording are cut 
regarding the length of the trigger signal. There-
fore, all signals have the same length within the 
recordings. Afterwards, for every signals the re-
cordings are merged to a coherently dataset.  

The data is segmented regarding several time pe-
riods. The associated target value is averaged for that 
given time period. As mentioned in our previous 
work [18], a too high dynamic in the dataset will pre-
dict an aging-value with a less quality. In order  
to decrease this dynamic and to reduce the amount  
of samples, we calculate statistical features directly 
from the original equidistant signal for a given time 
period of 9 h. We use similar statistical features as 
mentioned in [15] as basic features to aggregate the 
signals: arithmetical mean, 25th and 75th percentile 
and the standard deviation of the values in each time 
period. The Fig. 1 shows the signal segmentation and 
aggregation. This approach is done for the whole ve-
hicle lifetime and for all signals.  

 

signal 1

signal 2

signal 3

> x hours

signal segmentation

signal 1

signal 2

signal 3

> x hours

signal aggregation  
 

Fig. 1. Example for the signal segmentation  
and signal aggregation for the synchronized time-series  

of the vehicle lifetime 

Signal preselection 
 

In this section we present our approach to pre-
select a small amount relevant signals from the 
whole dataset. First, a machine learning model  
is used to predict the observed aging-value of the 
component with the help of the calculated signal 
aggregations. The focus of our work is the prese-
lection of the signals, for that purpose we use the 
Random Forest Regression as default model. 

As described in the previous section, the final 
datasets have the same length for all signals. Thus, 
the dataset is split into a training (2/3) and test da-
taset (1/3).  

Different representative samples of the trained 
model are picked to explain the model locally. For 
that purpose we apply the LIME algorithm [17]. 
As a result we get the weights for explaining the 
signal relevance locally. To show the local re- 
levance heatmaps are created for every sample. 
The heatmaps include local scores for the used fea-
tures (arithmetical mean, 25th and 75th percentile 
and the standard deviation) of the signals.  

Finally, the global score ϕ is created from the 
local heatmaps of every signal regarding all statis-
tical features. In order to calculate the score ϕs, h  
is defined as the amount of heatmaps, the amount of 
feature for every signal is n and the processed signal 
s of all signals S. sij is defined as local weight of a 
feature j from the signal s within the heatmap i.  
The score calculation is defined as follows 

 

1

1

100
φ .

n
ij

h
j

s
i

s
n

s S
h

=

=

⋅

= ∀ ∈
∑

∑  

 

After determination we sort the results regar- 
ding the global score (relevance).  

 
Results 
 

In this section, we present our results for prese-
lecting in-vehicle signals of a powertrain aging 
component purpose. The determined in-vehicle 
signals are evaluated with the help of the root 
mean square error (RMSE) regarding the predicted 
aging-value. 

The Fig. 2 shows the score map of the top ten 
in-vehicle signals regarding the relevance (global 
score) for predicting the aging-value for a selec- 
ted prototype.  
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Fig. 2. Score map of the top ten in-vehicle signals regarding the relevance (global score) for predicting the aging purpose  
for a selected prototype, the x-axis shows different samples with the highest coverage regarding LIME 

 
Different samples cover a various amount of 

the analyzed database. The submodule pick algo-
rithm identifies the samples with the highest co- 
verage regarding the aging purpose. The colored 
boxes in a row represent the local score of each 
signal in the given sample. Each local score is de-
termined by using the four statistical features.  
The following Tab. 1 shows the description of the 
determined signals in Fig. 2. 

 

Table 1 
Description of the relevant signals for predicting  

the aging purpose for a selected prototype 
 

Signal number Description 
39 Information about activity on CAN bus 

60–63 Different log information 
97 Mass of ash in particle filter 

100 Mass of soot in particle filter 
103 EGR mass flow 
150 Oil level information  
170 Temperature in EGR valve 

 
In order to evaluate the calculated signals, we ap-

ply the RMSE to calculate the goodness of the mo-
del. A tuple of ten signals is used to predict the 
aging-value, for that prediction the RMSE is calcu-
lated. The Fig. 3 shows the RMSE, which result 
from the tuples of signals. The error of the trained 
models increases with the selection of the worse 
rated signals. Some outliers do not fit into the 
global trend. These outliers can be caused dif- 

ferently. On the one hand, the score calcula- 
tion based on the four statistical features of the 
signal. If a signal has only a single highly relevant 
feature and another signal has four semi-relevant 
features, the resulting score can be the same. For 
this reason, a lower rated signal could return bet-
ter results than a higher rated. On the other hand, 
LIME uses different models as explanations.  
In order to keep the origin signal behavior, the 
analyzed statistical feature from the signals are 
not normalized.  

 

 
 

 
 

Selected signals 
 

Fig. 3. Overview of the RMSE regarding the in-vehicle signals 
to predict the aging-value, ten signals (sorted by global score) 

are combined to calculate the error 
 
When using a linear model, a feature with a very 

high absolute value could be represented from a low 
factor in the linear model, although the influence  
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of that feature is very relevant. Because of using fea-
tures in a similar range, this behavior appears only in 
exceptional cases. Despite the outliers, the figure 
shows well weighted scores in order to explain their 
relevance regarding the physical aging process. 

 
CONCLUSIONS 

 

1. In this work we analyzed dynamic in-vehicle 
signals and predicted the aging value. The recor- 
ded network traces are cleansed and synchronized. 
After that, the time series of the signals are seg-
mented and aggregated to equidistant datasets. 
With the help of LIME a small group of rele- 
vant signals are preselected for further analytics. 
The whole amount of analyzed data is compressed 
multiply by comparison the origin network traces 
to the preselected aggregated datasets. Our goal is 
to deliver component aging indicators for the use 
in predictive maintenance. With the help of our 
approach, a selected physical aging process can be 
assigned to a unique group of relevant signals. 

2. In the future, unknown aging processes can 
be identified by using the assignment of preselect-
ed signal groups and the aging processes. A cloud 
can save various signal groups and aging type con-
figurations and transmit it to all the vehicles within 
analyze cluster. In this case, an expensive aging 
observation must be only for one vehicle done and 
the resulting signal groups can be used for all  
the other vehicles. Furthermore, an aging model of 
all known aging processes can be used to imple-
ment in a health management by using the rele- 
vant signal groups and can inform the customers  
in sense of predictive maintenance. 
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